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Large language models (LLMs) like PaLM-2 and GPT-4 have gained significant
traction due to their emergent ability and generalizability. However, they face limitations
in capturing and accessing factual knowledge as black-box models. On the other hand,
Knowledge Graphs (KGs) offer rich factual information in a structured format and can
enhance LLMs' inference and interpretability. In this talk, I will present a roadmap for
unifying LLMs and KGs. I will present our KG-enhanced LLM approach, Reasoning on
Graphs (ROG), which exploits KGs to enable faithful and interpretable LLM reasoning.
An LLM-enhanced method for knowledge graph completion is also discussed. Future
directions in this exciting field will be slightly covered.
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